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Model

» Team project by agents [ = {1,...,|I|} (Z =27, 7_; =2\

v

v

v

Effort level a; € {0,1}
¢;: Agent i's cost of effort
P:7 —[0,1]
P(S): Success probability when i works if and only if i € §
Assumptions:
» Monotonicity: P(S) < P(S’) whenever S G 5’

» Increasing returns to scale (IRS):
P(S)+P(S)<P(SUS)+P(SNS") forall S,5€T

(P is a convex game if viewed as a cooperative game.)
For each 7 € I and S € Z_;, denote
AP(S) = P(S U {i}) — P(S).
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Incentive Contracts

» Principal offers private contracts to agents to implement
action profile I (all players exerting effort)

as a smallest—hence unique—equilibrium outcome.

» Moral hazard (hidden action):
Only the final outcome of the project is contractible.

Bonus b; > 0 paid to each agent upon success

> Ex post payoffs:

P(SU {Z})bz —¢ ifa;=1
P(S)bz if a; = 0

» Payoff gain function:
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Incentive Schemes

Incentive scheme ¢ = (T, B):
> Type space T = ((T3)ics, 7):
> T;: countable set of i's types  (T'=[[,T;, T-i =[], 1))
» 7€ A(T): common prior
> Assume 7;(t;) =, m(ti,t—;) > 0foralliandt;.
> Write m;(t_[t;) = =),
» Bonus rule B;: T; — R,: Bonus paid to agent ¢ of type ¢;
» Payoffs to agent i of type t;:
> > mit—ilt)) P(S(o—i(t—:)) U{i})Bi(ti) —ciifa; =1
> >, mi(t—ilti)P(S(o—i(t—:)))Bi(t;) if a; =0
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Principal's Objective

» Incentive scheme ¢ = (T, B) uniquely implements work (or
@ is a UIW scheme) if “always work” is the unique equilibrium
of the Bayesian game induced by (7, B + ¢) for every € > 0.

» Total bonus minimization problem:

TB* = inf TB(yp),

p:UIW
where
TB(p) = S 7()P(1) Y Bilt,)
= P(I)ZZ > w(t) | Bilt:)

= P(I) Z > mi(ti) Bi(t:).
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Results

1.

Obtain a lower bound of »_, m;(t;)Bi(t;) for each UIW
scheme (7, B).

We provide a proof similar to that of Theorem 1(1) of MOT.
TB* is bounded below by >, b},
where b* = (b});es is the unique solution to

> min), b;

» subject to the constraint that [ satisfies sequential obedience

in the complete information game given by the bonus profile b.

>, bf is attained in the limit of some sequence of
e-elaborations of the complete information game given by
the bonus profile b*.

Follows from the construction in the proof of Theorem 2 of
OT.
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4. The limit bonus distribution of any optimal sequence of UIW
schemes is the degenerate distribution on b*.

5. Structure of optimal limit bonus profile

We derive the results using some known results from
cooperative game theory (Shapley 1971; Hokari 2002).
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Lower Bound of Expected Bonus Payment
» II: Set of permutations of [
» S_;(7): Set of agents that appear before i in v € II
» For i € I and p € A(II), define

Ci

> e PNAP(S—i(7))

hi(p) =

- Convex function of p

Proposition 1
For any UIW scheme (T, B) there exists p € A(II) such that

Zml i) > hi(p)

for all i € I.
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Proof

Similar to the proof of Theorem 1(1) of MOT:

| 2

>

Let (7, B) be a UIW scheme.

Starting with the smallest strategy ?(¢;) = 0 for all i = I and
all t; € T;, apply sequential best response in the order
1,2,..., 1.

Let {o™} be the obtained sequence of strategy profiles:

> o(t;) =1ifi=n (mod |I|) and
S mit_ilti) Bi(t:) Ai P(S(0™7 1 (t=3))) > ¢,

> ol (t;) = U?fl(ti) otherwise.

By supermodularity, for each i € I and t; € T;, {o7'(t;)} is
monotone increasing and converges to 1.
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» Let nz(tz) =nif g?_l(ti) =0 and O',;n'(tl) = 1.
Write n(t) = (n1(t1), ..., ()
> F0r7:(i1,...,i|1|)€H, let

T(y) = {t er ‘ ng (ti,) <+ < ni\1\<t|1|)}‘

» Define p € A(II) and p;(-|t;) € A(IT) for each i € I and
t; € T; by

pi(V[ti) = > milt-ilt).

t,il(ti,t,i)eT(’y)
> Note that p(v) = >, e mi(ti)pi(y[t:) for any i € 1.
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» Foranyie Il and t; € T;,

cz<zm tilts) Ba(t:) A P(S (0™ 7 (1))
:Z > ~ilti) Bi(ti) AP(S-i(7))

Y ottt )GT()

= ZP@ VIt:) Bi(t:) AiP(S—-i(7))-

» Therefore, for any ¢ € I and t; € T;,
Bi(t;) > hi(pi(-]t:)),
where

hi(p') =

Ci

>, P (MAP(S-i(7))

which is a convex function of p/ € A(II).
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» Therefore,

Zﬂ'i(ti > Zﬂ-z % pz |t ))
t;
» But by the convexity of h;, we have

Zﬂ-l i pz |t >h (Zﬂ'z pz |t )Zhi(p)

by Jensen's inequality.

» Therefore, we have

Zm, i) > hi(p).
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Lower Bound of T'B*

» Since

TB((T.B)) = Y n(t)P(I) Y Bilt:)

t

- P(I)ZZ (Z W(t)) B;(t:)

t_;

=P(I)> > milti)Bi(ts),

i
we have

TB((T,B)) > P(I)Y_ hi(p)

iel

by Proposition 1.
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» Consider the optimization problem

min b;

I
beRY | el

subject to the condition that there exists p € A(II)
such that b; > h;(p) for all i € I, or

3" (1) AP(S-i(7)) % > 0 forall i € 1. (+)
vy

7

» By the strict convexity, this problem has a unique solution b*.

» Since b = (hi(p))ier trivially satisfies the constraint
bi > hi(p)1 we have Zie[ ( ) > Ezel Q"

» Therefore,

inf TB((T,B)) > P(I) ) ;.

el
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Sequential Obedience, Coalitional Obedience

» Condition (x) is equivalent to sequential obedience of action
profile 1 in the complete information BAS game defined by

Ci

di(a_i; bl) == AZP(S((I_Z)) - E

> This game is a potential game with a potential

®(a;b) = P(S(a)) — %
i€S(a) ¢

» Therefore, by MOT, condition (x) is equivalent to coalitional
obedience of 1: ®(1;b) > ®(a;b) for all a € A, or

N S < P(I) - P(S) forall S € T (+)

1€I\S ‘
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Proposition 2

inf(T’B) TB((T, B)) = P(I) Zie] b;k

In particular, for any € > 0, there exists an &'-elaboration (T, B) of
(di(+;bF +¢/[2/I|P(I)]))icr such that

TB((T,B)) < P(I) 3¢, b +e.

» Follows from the construction in Theorem 2 of OT.
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Proof

> Let b*, p* be the solution.
(&

> hiel, letb .
Foreachize I, letbd >A,»P((Z))

> Fix any € > 0.

> Let > 0 be such that

> (=Pl ({y eI | S_i(y) = SHAP(S)
Sel_;

Ci

—m——=—>0 (1)
b+ e

and

SRy Y s s e LG

> Write ¢/ =1 — (1 —n)lI=1,
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» Construct the information structure T as follows:
> T, ={1,2,...}

m

» m drawn from Z, according to the distribution n(1 — n)
» ~ drawn from II according to p*.

» Player i receives signal t; given by

t; = m + (ranking of 4 in 7).

» Define the bonus rule B by

b; if ¢, < |I| -1,
Bi(ti):{ if t; < |1

bF+ sy it > [,

» (7, B) is an &’-elaboration of (d;(-;bf +¢/[2|I|P(I)]))ier,
where n = 1— (1 — &/)/(l11-1).
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» In this elaboration, in any strategy surviving iterative
dominance, all types t; play action 1:

» By construction, types t; < |I| — 1 play the dominant action 1.

> If types t; < T play action 1,
then the payoff for type t; = 7 is at least

S (=)l ({yell| S_i(y) =S}

Sez_;

X d; <a(S);b;‘ + W) x (constant) > 0.

» Therefore,

TB((T,B)) <'P(I Zb+1—e ()Z(bi”rm)

i€l el

I)be%—s.

i€l
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Limit Bonus Distribution

» Let {(T%, B¥)} be an optimal sequence of UIW schemes:

i.e., a sequence of UIW schemes such that

TB((T*,B*)) — P(I)Y_;c; b} as k — oo.

Proposition 3
For each i € I, BF converges to b} weakly (or, in distribution) as

k — oo.
» le., forall § >0,
m ({ti | |BF(t) = bj| < 6}) — 1

as k — oo.
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Lemma 1
For any i € I and any distribution 7 on A(II),

[mtorarto = i [ pirts)).

with equality only if the T-distribution of h; is degenerate.

x > 7 is strictly convex, and mG) 'S linear in p.
» Therefore, by Jensen's inequality,

1 1
J rstorirto) = [ ——irto)> s

(3

L </pdT(p)>,

hi( [ pdr(p))

with equality only if the 7-distribution of hi hence of h;, is
degenerate.
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Proof of Proposition 3

> Take any sequence {(7%, B¥)} such that

TB* = TB((T*,B*)) — TB* = P(I) Y}, br.

> Let p* and pf, 1 € I, be as in the proof of Proposition 1.

22/36



Claim 1

Foralli € I, Y, wl(t:)|BF(t:) —

» We have

ZZW t:)| BE (t;
—ZZW
<ZZW
<ZZW ti)BE(t;

as k — 0.

hi(pF(-|t:))] — 0 as k — 0.

— hi(pf (-|t:)]

— hi(pf (-|t:)))
Zh
Z bf =0
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» Take any subsequence of {(7%, B¥)} (again denoted by
{(T", BM)}).
We want to show that it has a subsequence (again denoted by
{(T*, B¥)}) such that for each i € I, B converges to b}
weakly.

» For each i € I, write 7F for the distribution of p¥ on A(II).

» Since the support of Tik is contained in the compact set A(II),
we can take a subsequence such that for each i € I,
Tf converges to some 7" weakly as £ — 0o
(by Prokhorov's Theorem).
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Claim 2
For all i € I, hi(p¥) — b} weakly as k — oo.

» Foralliel,

/ prt = 37w )kt = o
t;

» By the boundedness of A(II), letting k& — oo we have

/ pdri = p*

for all i € I, where p* = limy,_,o0 p*.
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» Then we have

; ‘ / hi(p)drF — h; ( / pdrf>
S Te)

~ P() P(I)

%

» Therefore, for all 7 € I,

[ wstorist =1 ( / pdn*) — ha(p"),

and ) . hi(p*) =), bf, and hence h;(p*) = b} by the
uniqueness of the solution.

» Therefore, by Lemma 1, the 7-distribution of h; is
degenerate on b;.

TB’“ TB*
= hilp") < > br—0as k- oo.
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> Now fix any § > 0.

> Since |BF — b¥| > ¢ implies |BF — h;(p¥)| > /2 or
|hai(pf) — bi| = 6/2,

m (|Bf — b;| = 6)
< i (IBF = hi(pf)| = 6/2) + mf (|hi(pf) — bf| > 6/2).
> Let kK — oo. Then, by Claim 1,
m (IBF = hi(pf)| = 5/2)5/2
< Z?T t)| By (t:) — hi(pF (-[t:))| = 0,
while by Claim 2,

w(|hi(pf) = bi] = §/2) = 0
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Comparative Statics

» Without loss, we assume that P()) = 0.

» Let b* be the optimal limit bonus profile, and p* € A(II)
an associated ordered outcome.

Write 2} = 7%.

= 3
> * = (x7,... 7$\*I|) satisfies the sequential obedience condition
with equality:
* * .
xf = Zp (7)A;P(S_;(v)) for all i € I. (%)
S
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> f = (xF,... ,3:‘*[') satisfies the sequential obedience condition
with equality:

x; —Zp YA P(S_i(7)) for all i € I. (%)

» For each v € II, define o™ = (], .. 'aa?”) by
aj = AiP(S-i(7))-

> (%) says:

x* is written as a convex combination of (a”)yerr, where

coefficients are given by p*.
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Some Facts from Cooperative Game Theory
From Shapley (1971), “Cores of Convex Games,"” 1JGT.

> P viewed as a cooperative game, the core of P is the set
C={zeR!|z(I)=P(), =(S) > P(S) for all S € T},

where z(S) = > ;g Ti.

» (' is a polytope (intersection of finitely many half spaces,
bounded).

» C # () by the convexity of P.
In fact, o” € C for all v € IL.
» (a7)ycrr are precisely the vertices of C.

These are all distinct by the strict convexity of P.

» Thus, z satisfies (x) if and only if z € C.
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For S € Z, let
Csg={zeC|z(S)=P(5)}

(Define Cy = C.)

These are the faces of C.

The vertices of Cg are precisely the points o such that
agents in S are ranked higher in ~.

ForxeC, let S, ={Se€Z|xeCs}.

The members of S, are nested:
If S,58 €S, then SCc S orS"CS.
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Structure of Optimal Bonus Profile and Associated
Ordered Outcomes

» Let b* be the optimal limit bonus profile, and p* an associated
ordered outcome.

Let 2* = (¢;/b})icr as before: z* = Z'yEH pr(v)al.

» z* is the unique solution to the problem:
. C;
min —
27,
subject to

rz e, ()

that is,

2(S) > P(S; (S €1).
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» Suppose we know that Sy« = {S§,S7,..., 5]} where
P=S;cS;jc---cS;=1I

» In the optimization problem, the constraints z(S}) = P(S}),
£=1,...,L, are precisely the binding constraints.

» For any ~ such that p*(v) > 0,

» Define the weak order =~ on [ by

» i1 ifand only if i € Sy \ S;_, and 7' € S}, \ S},_; for some
¢ </ and

» i~ if and only if 3,7 € S} \ S;_; for some (.
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Extreme Cases

> i~ foralli,i €1 (i.e., L =1)if and only if

P() P9
Zie[ \/a ZieS \/a
forall S # 1.

» i >4 ori > iwheneveri#i (i.e., L =|I|, or z* = a” for
some 7 € II) if and only if there exists v = (i1,...,7|7) € II

such that
A P(S-ius (1) _ Ay P(S_i,(7)
\ /Cik+1 B Cik

forall k=1,... |I| —1.
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Connection to Cooperative Game Theory
P Recall the problem:

. Ci .
mmz - subjectto x € C
— Ty

P> This is a well-studied problem in cooperative game theory.

» Whene¢ =--- = s the solution z* coincides with
the “constrained egalitarian allocation” of Dutta and Ray
(1989), or the "Dutta-Ray solution”.

» For general ¢;'s, x* is a special case of a generalized
Dutta-Ray solution (e.g., Hokari (2002)).

» By Hokari (2002), the solution z* is explicitly written as

7 = max min VealP(S) - P(T)),
SC1,5i TCS\{i} ZjeS\T\/C?
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Proposition 4

The unique limit optimal bonus profile b* = (b} );cr is given by

b — vV Ci Z]ES\T vV
P = min max .
sc1,ssitcs\{iy P(S) — P(T)

Proposition 5
» b is strictly increasing in c;.

» bf is increasing in cj, j # 1.

br . .
» L is decreasing in c;.
T

SR L .
> - isincreasing in c;j, j # 1.
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