ROBUSTNESS IN BINARY-ACTION SUPERMODULAR GAMES
REVISITED

DAISUKE OYAMA AND SATORU TAKAHASHI

ABSTRACT. We show that in all (whether generic or nongeneric) binary-action super-
modular games, an extreme action profile is robust to incomplete information if and only
if it is a monotone potential maximizer. The equivalence does not hold for nonextreme

action profiles.

1. INTRODUCTION

In Kajii and Morris (1997), a Nash equilibrium a* of a complete information game g is
said to be robust to incomplete information if in any incomplete information game where
with high probability, all players know that their payoff functions are given by those in
g, there exists a Bayesian Nash equilibrium that plays a* with high probability. The
literature has provided several sufficient conditions for robustness. In particular, Morris
and Ui (2005) showed that a monotone potential maximizer is robust in many-action
supermodular games (and in games with a supermodular monotone potential).*

In Oyama and Takahashi (2020), we established the necessity of monotone potential
maximization for robustness in generic binary-action supermodular games. More pre-
cisely, we employed a strict version of monotone potential maximizer (strict monotone
potential mazimizer) and showed by contrapositive that in a binary-action supermodular
game, if an action profile a* is not a strict monotone potential maximizer, then under a
genericity assumption, it is not robust, i.e., there are incomplete information perturba-

tions where the behavior of any equilibrium is bounded away from a*. The proof was
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based on a duality argument, which proceeded as follows. First, we gave a dual charac-
terization of the nonexistence of a strict monotone potential. It is a system of certain
weak inequalities with respect to a probability distribution over sequences of players,
which can be interpreted as an obedience condition—Ilater termed “sequential obedience”
in Morris et al. (2024). Then, assuming, by genericity, strict inequalities in that system,
we constructed the desired incomplete information perturbations such that in any equi-
librium, players have strict incentives to play actions different from those in the action
profile that we wanted to prove not to be robust. The result, however, does not hold in
some nongeneric games: for example, in games with constant payoff functions, no action
profile is a strict monotone potential maximizer, while all action profiles are robust (and
monotone potential maximizers).

The present paper is to pursue the logical relationship between robustness and mono-
tone potential maximization without relying on any extra genericity assumption. We
show that in all binary-action supermodular games, if an extreme action profile, one
where all players play action 0 or the other where all play action 1, is robust, then it is a
monotone potential maximizer. Thus, combined with the result by Morris and Ui (2005),
the two conditions are equivalent for extreme action profiles in these games. The proof
strategy is the same as that of Oyama and Takahashi (2020), but here we take an extra
care of complications arising from possible payoff ties. For nonextreme action profiles,
on the other hand, the equivalence does not hold: we report an example (from Oyama
and Takahashi (2019)) where a nonextreme action profile is robust but not a monotone
potential maximizer.

In the final section, we also discuss two alternative versions of robustness, approximate
robustness (Haimanko and Kajii (2016)) and strict robustness (Morris et al. (2023)). In
contrast to the original version of Kajii and Morris (1997), these admit characterizations,
in terms of strict monotone potential maximizer, that apply to all (whether extreme or
nonextreme) action profiles in all (whether generic or nongeneric) binary-action super-

modular games.

2. FRAMEWORK

2.1. Robustness. A complete information game consists of a finite set I of players (|I| >

2), a finite set A; of actions for each ¢ € I, and a payoff function ¢g;: A — R for each



i € I, where we denote A = [[;.; A; and A_; = [[,; A; as usual. We refer to a complete
information game by the profile g = (g;);cs of its payoff functions.

An elaboration of a complete information game g is an incomplete information game
consisting of the same sets of players and actions, a countable set T; of each player i’s

types, a common prior P € A(T), where T = []..; T;, and a profile u = (u;);e; of

iel
bounded payoff functions u;: A x T — R.> We assume that P({t;} x T_;) > 0 for each
1€ landt; € T;, whereT_; = H#i T;. We refer to an elaboration as (7, P,u). For n > 0,
a profile o = (0;);es of behavioral strategies o;: T; — A(A4;) is an (interim) n-Bayesian

Nash equilibrium of (7', P,u) if for all i € I, t; € T;, and a;,a} € A;,

Ul(al‘tJ >0

= Z P(t-ilti) (ui((ai, 0-i(t-2)), (i t—)) — wil(az, 0-i(t-0)), (ti,t-4))) = —n,

€T
where P(t_;|t;) = P(t;,t_;)/P({t:} x T_;), 0_i(t_;) = (0;(t;));i, and the domain of w; is
extended to mixed action profiles in the standard way. A Bayesian Nash equilibrium of
(T, P,u) is a 0-Bayesian Nash equilibrium of (7, P, u).

Given an elaboration (T, P,u) of g, let 77" denote the set of player i’s types that know
that the payoffs are given by g¢;:

T;-gi = {tl S TZL ’ ui(a, (tl,t,l)) = gl(&) for all a € A and t,i € T,i with P(tz,t,Z) > 0},

and write 78 = [[..,; T7*. We say that (T, P,u) is an e-elaboration of g if P(T8) > 1 —e.

iel
Definition 1. An action profile a* € A is robust in g if for every d > 0, there exists

€ > 0 such that every e-elaboration of g has a Bayesian Nash equilibrium o such that
2ier PO) [Lier oilailti) =1 =6.
In what follows, we assume that the complete information game g has binary actions

and supermodular payoff functions, i.e., for each i € I, A; = {0,1} and the payoff

increment
fila—i) == gi(1,a_;) — g:(0,a_;)

is weakly increasing in a_; € A_;. For S C I, we write As = [[,.q A; and let 05 € Ag

i€s
(resp. 1g € Ag) represent the action profile of players in S where all these players play

action O (resp. 1). By convention, we write 0 =07, 1 =17, and 1_; = 15 ;.

For a finite or countably infinite set X, we write A(X) for the set of probability distributions on X.
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2.2. (Strict) Monotone Potential Maximizers. Oyama and Takahashi (2020) em-
ployed the strict version of monotone potential maximizer due to Oyama et al. (2008),

which in binary-action games is equivalently defined as follows:?

Definition 2. For a binary-action game g, an action profile a* € A is a strict monotone
potential maximizer in g if there exist a function v: A — R and (\;);e; with A; > 0 for

all 7 € I such that
Aifila—i) =2 v(1,a-;) —v(0,a-)
for all 7 € I such that af =1 and all a_; € A_;,
Aifila—i) <v(l,a-;) —v(0,a-)
for all i € I such that af =0 and all a_; € A_;, and v(a*) > v(a) for all a € A\ {a*}.

Such a function v is called a strict monotone potential for a* in g.

By definition, a strict monotone potential maximizer is a strict Nash equilibrium.

Define
I'={iel]| fia_;) >0 for some a_; € A_;},
I°={iel| fila_;) <0 forsomea_; € A_;}.

By definition, action 0 (resp. 1) is a weakly dominant action for players in 19\ I'' (resp.
I'\ 1Y), and f; = 0 for players i € I\ (I'UI°). Morris and Ui’s (2005) (nonstrict) version

of monotone potential maximizer can be equivalently defined as follows:*

Definition 3. For a binary-action game g, an action profile a* € A is a monotone
potential maximizer in g if there exist a function v: A — R and (\;);ey with A; > 0 for
all 7 € I such that

Aifila—i) = v(1,a-;) —v(0,a_;)
for all ¢ € I° such that a =1 and alla_; € A_,

Aifila—i) <v(l,a-) —v(0,a)

for all # € I' such that af =0 and all a_; € A_;, and v(a*) > v(a) for all a € A\ {a*}.

Such a function v is called a monotone potential for a* in g.

By definition, if ¢* is a monotone potential maximizer, then a} = 0 (resp. af = 1) for
players i € I9\ I' (resp. i € I'\ I°), and hence, a* is an undominanted Nash equilibrium.

30yama and Takahashi (2020) referred to this version simply as monotone potential maximizer (with-
out the qualifier “strict”).
4See Proposition 3 and Lemma 9 in Morris and Ui (2005).
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Clearly, a strict monotone potential maximizer is a monotone potential maximizer.
The converse holds in generic games, but not in general: for example, in a game with
constant payoffs where f; = 0 for all ¢ € I, all action profiles are trivially monotone
potential maximizers (since I' = [° = (}), while none of them is a strict monotone
potential maximizer.

For the extreme action profiles, a monotone potential maximizer is a strict monotone
potential maximizer in a restricted game. The following lemma states this observation
for the smallest action profile 0, where g1 (-,0p 1) denotes the restricted game among
the players in I' where the action of every player in I\ I'' is fixed to 0, so that the payoff

increment function of player i € I' is given by fi(-,0p ).

Lemma 1. For a binary-action game g, 0 s a monotone potential mazximizer in g if and

only if Op is a strict monotone potential mazimizer in gp(-,0p ).

By convention, the latter condition is vacuously true if I' = (), in which case 0 is

trivially a monotone potential maximizer.

Proof. The “only if” direction is immediate. To prove the “if” direction, suppose that
I' # ( and that v': A — R is a strict monotone potential for 01 in gy (-,0p1): ie.,
v} (0p) > vl(b) for all b € Ap \ {01}, and there exists (\;);epr with \; > 0 for all ¢ € I*
such that

Ai fi(b—i,0p ) < 0 (1,b-;) — v'(0,b-;)

foralli e I' and all b_; € Apygy- Define v: A — R by

’Ul(ajl) if CL]\]l :O]\[l,
v(a) =
- Zie[lzai:(] Ai maXy .cA_; fila";) — M otherwise

for a = (ap,apn) € Ap x App, where M is a constant such that v(0) > v(a) for all
a € A\ {0}. We claim that this function is a monotone potential for 0 in g. Indeed, for
any 1€ Il and any a_; = (Cl]l\{i},a[\ll) € Afl\{z} X AI\Ila if CZ[\Il = 0[\[17 then

v(1,a) —0(0,a-) = v' (1, amgy) — 0 (0,an ) > Nifilam gy, 0n ) = Aifi(as),
while if ap\ 1 # Op 1, then

vl am) —0(0,a-) = A max fi(al;) = Aifia—),

— —1

as desired. O



2.3. Sequential Obedience. In this section, we describe the dual condition that char-
acterizes nonexistence of a strict monotone potential for action profile 0 and derive the
corresponding condition for monotone potential.®

Let I denote the set of all sequences of distinct players (including the null sequence 0),
and for each ¢ € I, let I'; denote the set of all sequences in I' where player i is listed. For
each i € I and v € Ty, let a_;(y) denote the action profile of player i’s opponents such
that player j # i plays action 1 if and only if j is listed in v before i (therefore, player j
plays action 0 if and only if either j is not listed in v or j is listed in ~ after 7).

Definition 4. For a binary-action game g, a distribution p € A(I") satisfies sequential

obedience in g if

> () filazi(y) =0 (1)
foralli e I. o

Note that inequality (1) is obviously satisfied for players ¢ € I such that p(I';) = 0.
As shown in Oyama and Takahashi (2020, Lemma 2), by duality, 0 is not a strict
monotone potential maximizer if and only if there exists p € A(T'\ {}) that satisfies
sequential obedience, and under the supermodularity of g, such a p exists that assigns
positive probability only to permutations of players in some subset S* C I, S* # (). Com-
bining that result with Lemma 1 in the previous section, we have a dual characterization
of nonexistence of a monotone potential for 0. For S C I, let I'(S) C I' denote the set of
all sequences of distinct players in S and II(S) C I'(S) denote the set of all permutations
of players in S (thus I'(S) = Ug g I1(S")).
Lemma 2. For a binary-action game g,
(1) either O is a monotone potential mazimizer in g, or I' # (O and there exists p €
A(T(IY)\ {0}) that satisfies sequential obedience in g, but not both; and
(2) in the latter case, if g is supermodular, then there exists p € A(IL(S*)) for some
S* C I, S* # 0, that satisfies sequential obedience in g.

3. A CHARACTERIZATION OF ROBUSTNESS

We now have a characterization of the robustness of extreme action profiles in all
binary-action supermodular games. It is stated for the action profile 0, but it applies
also to 1 by reversing the labels 0 and 1.

5Oyama and Takahashi (2020) stated the condition for action profile 1. Of course, the difference is
only expositional; one is equivalently translated to the other by reversing the action labels 0 and 1.
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Theorem 1. For any binary-action supermodular game g, 0 is robust in g if and only

if it is a monotone potential mazximizer in g.

Proof. The “if” part follows from Morris and Ui (2005). To prove the “only if” part,
assume that 0 is not a monotone potential maximizer in g. Then by Lemma 2, we can
take S* C I', S* # (), and p € A(II(S*)) such that p satisfies sequential obedience in g.

Fix any ¢ € (0, 1]. By the sequential obedience of p, we have
€ €
(1 - 5) Z p(7) fila—i(7)) + Wfi(l—i) >0 (2)

~vel;
for all i € S*, where by supermodularity, f;(1_;) > 0 for all i € S* C I'. Let > 0 be
sufficiently small that (1 —&/2)(1 —n)I*"71 > 1 — ¢, and

(1-5) S0 -0 Op o) + 3= L) >0 @

Y€l

for all 7 € S*, where

, ¢ if there exists ¢ € {1,...,k} such that i, = i,
(i, ) =

oo otherwise
fori € I and v = (iy,...,i) € T.
We construct the elaboration (7, f’, u) of g as follows. For each i € I, let
{1,2,...} ifie S,
{1,000} otherwise.
Define P,@Q € A(T') by
n(1 —n)"p(~y) if there exist m € N and ~ € I1(S*)
P(t) = such that t; = m + £(i,~) for all ¢ € I,

0 otherwise

and
n(1 —n)t=1971/|S*|  if there exists i € S* such that

Qt) = t; > 5% and t; =1 for all j # i,
0 otherwise
for each t = (t;);e; € T (where N = {0,1,2,...}), and let P € A(T) be given by
P(t) = (1-35) P +5Q0)
for each t € T'. Let u be such that players i € S* of types t; > |S*| and players ¢ € [ \ S*

of type t; = oo know that their own payoffs are given by those of g, and action 1 is a

strictly dominant action for players i € S* of types t; < |S*| — 1 and players i € [\ S*
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of type t; = 1. Observe that the event where t; > |S*| for all i € S* and t; = oo for all
i € I'\ S* has probability

(1 N %) (L=l > 1,

and therefore, this game is an e-elaboration of g. For i € S*, 7 > |S*|, and t_; € T_;, we

write
SLti)={jesS\{i} |t <7 —1tu{jeI\S"|t; =1}
Claim 1. For anyi € S*, 7 > |S*|, and S C I\ {i},
P(S7,(t_;) = S|t; = 1)

(1 - %) (1 —=m) P p({y € TI(S*) | a-i(y) = 1s}) x Lscs-\i)
+

)

8 — E3
215%] (1—=n)"¥" x Leop s

where C; = (1 - £) ‘le‘(l —n) " p({y € II(S*) | £(i,7) = £}) + 2|§*|(1 —n)7 151> 0, and

I, =1 if the statement ¢ is true and I, = 0 otherwise.

Proof. We have

P(ti=r, S7,(t_) =8) = (1 - g) P(t; =7, S7,(t_;) = S)

T3

Qti=1, ST,(t) =S9)

with

{n(l ) (€ TS [ asi(y) = 1s}) it S € S\ {i},

0 otherwise,

n(L—n) 51 — ) IS71/[S i S =T\ {i},

0 otherwise,
while we have
) . 5%
Plti=r) = (1= 2) Yon—m"o({y € 1U(S7) | £i.7) = £})
=1
19 | Qx *
+ (1= )17,

Then arranging terms in P(t; = 7, S7,(t_;) = S)/P(t; = 7), we have the expression as

claimed. 0



In (T, P, u), action 1 is uniquely rationalizable of all players in S* of any type, and
hence, 0 is never played in any Bayesian Nash equilibrium. Indeed, first, action 1 is a
strictly dominant action for players ¢ € S* of types t; < |S*| — 1 and players i € I\ S* of
type t; = 1 by construction. For 7 > |S*|, suppose that action 1 is uniquely rationalizable
for all players in S* of types t; < 7 — 1. Then the expected payoff increment for a player
1 € 5* of type t; = 7 from action 1 is no smaller than

Z 15(511'@—1) = S|t =) fi(1s)

ScI\{i}

) kl - %) D (=) p(y) filai(7) + 2|;*| (L=m) ¥1f(1)] /Ci >0,

~vel;

where the equality follows from Claim 1 and the inequality from condition (3). Therefore,
action 1 is uniquely rationalizable for ¢; = 7. Thus, by induction, action 1 is uniquely

rationalizable of all players in S* of all types. This shows that 0 is not robust in g. [

In the proof above and the proof of Oyama and Takahashi (2020, Theorem 2), we need
strict incentives in constructing desired elaborations to prevent the target action profile
(which is 0 here) from being played with high probability. In Oyama and Takahashi
(2020), we appealed to genericity and assumed a strict version of inequality (1) (in the
current notation). Here, we instead leverage the property that the nonexistence of a
monotone potential for 0 implies the existence of p that satisfies (1) and assigns positive
probability only on sequences of players for whom f;(1_;) > 0. We thus obtain the strict
inequality (2), which turns out to be sufficient to establish the nonrobustness of 0.

In fact, Oyama and Takahashi (2020) assumed the existence of a distribution p €
A(T\ {0}) that satisfies the following strengthening of (1):

> (@ =) p(y) fila—i(7)) > 0 (4)
el
for all ¢ € I such that p(I";) > 0 (where £(i,7) denotes the rank of player ¢ in sequence =y
as in the proof of Theorem 1 above). This condition is stronger than nonrobustness of 0

in general, as the following example shows:
Example 1. Consider the two-player binary-action supermodular game:

0 1
0]0,0/0,0|

110,0{1,0
9




In this game, action profile 0 is not robust, since for player 1, action 0 is a weakly
dominated action. On the other hand, no distribution p € A(T"\ {0}) satisfies inequality
(4) for all ¢ € I with p(I';) > 0.

The equivalence in Theorem 1 does not extend to nonextreme action profiles, as the

following example shows:

Example 2. Consider the three-player binary-action supermodular game from Oyama

and Takahashi (2019, Section A.6):

0 1 0 1
0/2,2,0/0,0,0 0/1,1,0]0,0,0
1]0,0,00,0,0 110,0,0|1,1,0]

0 1

In this game, I' = I° = {1,2}, and action profile 0 is a monotone potential maximizer

with a monotone potential

0
0]2
0

S| O | =
]

0
1
0

— O | -

0 1

Therefore, 0 is robust in this game by Morris and Ui (2005). Oyama and Takahashi
(2019, Proposition A.2) show that action profile (0,0,1) is also robust.® On the other

hand, (0,0, 1) is not a monotone potential maximizer.”

4. ALTERNATIVE VERSIONS OF ROBUSTNESS

In this section, we consider two alternative versions of robustness, approximate ro-
bustness (Haimanko and Kajii (2016)) and strict robustness (Morris et al. (2023)), and
present their characterizations that apply to all (whether extreme or nonextreme) action

profiles in all binary-action supermodular games.

SIn fact, the argument in the proof there shows that any action distribution that assigns probability
1 to (a1,a2) = (0,0) is robust.

"For, if (0,0, 1) is a monotone potential maximizer with a monotone potential v: A — R and A1, Ay > 0,
then we have —\; < v(1,0,1) — v(0,0,1), \y < v(1,1,1) —v(0,1,1), =2 < ©v(0,1,1) — v(0,0,1), and
A2 <o(1,1,1) — v(1,0,1); these lead to v(0,0,1) < v(1,1,1), which contradicts v(0,0,1) > v(a) for all
a# (0,0,1).

8This action profile becomes an extreme action profile if we reverse the lables of player 3’s actions,
but then the game is no longer supermodular, so that Theorem 1 does not apply.

10



4.1. Strict Robustness. Strict robustness strengthens robustness of Kajii and Morris
(1997) by allowing for a larger class of incomplete information perturbations, where with
high probability, the players believe that their payoff functions are close to those in g.
Given an elaboration (7, P,u) of g, for i € I and n > 0, let 77" denote the set of player
1’s types for which the payoffs differ from g; by at most 7 in expectation:

AL — . ) 4. . . A <
1; ti€T; Z P(t—1|t2) réleaj( u;(a, (tut—Z)) 91((1)‘ =N

t_;,€T_;

and write 78" = [[,_, T7". Elaboration (T, P,u) is called an (e,n)-elaboration of g
if P(T®") > 1 — . An e-elaboration in the sense of Kajii and Morris (1997) is an
(¢,0)-elaboration in this sense.
Definition 5. An action profile a* € A is strictly robust in g if for every § > 0, there
exist ¢ > 0 and n > 0 such that every (e,n)-elaboration (7', P,u) of g has a Bayesian
Nash equilibrium o such that ), . P(t) [[,c; oi(aj|t;) > 1 —9.

By definition, if a* is strictly robust, then it is robust.

Morris et al. (2023) provided a characterization of strict robustness for binary-action
supermodular games in terms of strict monotone potential maximizer.
Theorem 2 (Morris et al. (2023, Theorem 2)). For any binary-action supermodular
game g and any action profile a* € A, a* is strictly robust in g if and only if it is a strict
monotone potential maximizer in g.

The “if” part of this theorem in fact holds for many-action supermodular games (Morris
et al. (2023, Theorem 1)). The “only if” part is obtained through the tight connection
between strict robustness and full implementation by information design due to Morris

et al. (2024); see Morris et al. (2023, Appendices A.2-A.3) for details.

4.2. Approximate Robustness. Approximate robustness weakens robustness of Kajii
and Morris (1997) by allowing for approximate equilibria in incomplete information per-
turbations.
Definition 6. An action profile a* € A is approximately robust in g if for every n > 0 and
9 > 0, there exists € > 0 such that every e-elaboration (7', P,u) of g has an n-Bayesian
Nash equilibrium o such that >, . P(t) [[,c; oi(aj|t:;) > 1 = 0.

By definition, if a* is robust, then it is approximately robust.

We have the following characterization of approximate robustness for binary-action

supermodular games, by combining results from Haimanko and Kajii (2016), Oyama and
11



Takahashi (2020), and Morris et al. (2023). For n > 0, denote by B, (g) the set of games
g’ such that max;eraea |gi(a) — gi(a)] <.

Theorem 3. For any binary-action supermodular game g and any action profile a* € A,
the following conditions are equivalent:

(1) a* is approzimately robust in g.

(2) For any n > 0, there exists g' € B, (g) such that a* is robust in g'.

(3) For any n > 0, there exists g' € B, (g) such that a* is strictly robust in g'.

(4) For any n > 0, there exists g' € B,(g) such that a* is a strict monotone potential

mazximizer in g'.

The implications (3) = (2) = (1) hold for general games: (2) = (1) is by Haimanko
and Kajii (2016, Theorem 3), and (3) = (2) is immediate from the definition. The impli-
cation (4) = (3) is, as already stated in Section 4.1, by Morris et al. (2023, Theorem 1)
and holds for many-action supermodular games.

To show the implication (1) = (4), we need to introduce a few more definitions. A
distribution p € A(I") satisfies strict sequential obedience in a binary-action game g if it

satisfies the strict version of condition (1) in Definition 4, i.e.,

Z p(7)fi(a-i(v)) >0 (5)

el

for all i € I such that p(I';) > 0; p € A(T') satisfies reverse sequential obedience (resp.
strict reverse sequential obedience) in g if

> p()fi(a%;(7)) < (resp. <) 0 (6)

vel;
for all 7 € I such that p(T';) > 0, where a®;(y) € A_; denotes the action profile of player
1’s opponents such that player j # ¢ plays action 0 if and only if j is listed in v before
i. Fix a* € A, and denote S* = {i € I | aj = 1}. Let gg-(-,0p5+) denote the restricted
game of g among the players in S* where the action of every player in I\ S* is fixed to
0. Symmetrically, let gp s«(-, 1g-) denote the restricted game among the players in I\ S*
where the action of every player in S* is fixed to 1.

Now, suppose that a* is approximately robust in a binary-action supermodular game
g. First, the proof of Corollary A.1(2) in Oyama and Takahashi (2020) in fact shows
(by contrapositive) that it implies that (i) there exists no p € A(T'(S*) \ {0}) that
satisfies strict reverse sequential obedience in gg«(-,0p9+) and (ii) there exists no p €

A(T(I\ S*)\ {0}) that satisfies strict sequential obedience in gp g+(-, 1s+). Next, for any
12



n >0, let g = (¢)icr € B,(g) be the binary-action supermodular game defined by, for
allt€ [ and all a_; € A,

gi(l,a_i) +n if 1 € 5%,

g;(lua—i): .
gi(lya_y)—n ifiel\ S,

and ¢}(0,a_;) = ¢;(0,a_;). Then it follows from conditions (i) and (ii) that (i’) there exists
no p € A(I'(S*) \ {0}) that satisfies reverse sequential obedience in gj.(-,0p¢+) and (ii’)
there exists no p € A(I'(1\ .5*)\ {0}) that satisfies sequential obedience in gj, . (-, 1g+).7
Finally, by Lemmas 2 and A.1 in Oyama and Takahashi (2020), conditions (i’) and (ii’)
hold if and only if a* is a strict monotone potential maximizer in g'.

It is left as an open problem to determine whether Theorems 2 and 3 extend to many-

action (supermodular) games.
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